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ABSTRACT  

Automatic Speech Recognition (ASR) is a burgeoning field of research for more than 

five decades. ASR for adult’s speech has conquered many signs of progress, and its 

application penetrated exceptionally into our daily life. Hence, the ASR for children is 

striving to turn up from its infant stage. The acoustic and linguistic variability of children 

makes their ASR a challenging and complex one. In this work, a systematic review conducted 

on ASR technologies experimented on children in the age group of 3 to 14. The published 

works in the period 2009-2019 considered for the review.The review started with baseline 

ASR technologies and concluded with general ASR with different adaptive and robust 

technologies. The systematic work selection strategies followed in this work are participants, 

speech corpus, features, methods applied, objective, and outcome of the research.  

Keywords: Automatic Speech Recognition, Challenges in Children ASR, Speech Processing, 

Spectral and Temporal features, Acoustic Modelling, Language Modelling.   

1. INTRODUCTION  

Human being considered speech as their prominent communication medium. 

Therefore, the demand for Automatic Speech Recognition (ASR) technology interventions, 

even in daily life, is rising day by day. Recently, drastic progress achieved in the field of high 

ASR applications. Most of this research is targeting adult speakers. The researchers are still 

trying to identify and regulate the developing stage speech recognition challenges of 

children's utterances and incorporate effective adaption technologies to generalize the model 

(Potamianos et al., 1997). The developmental changes in children create age-dependent 

speech signal variability in spectral and temporal features. This variability is the prime hurdle 

in the development of robust ASR for children (Potamianos et al., 2003). Another challenge 

is the scarcity of speech corpus. Due to unavailability of Corpus, the researchers forced to 

limit their subject area according to the existing corpus (Chen et al, 2011).  

This work considered the published research papers in the area of ASR for children in 

the year 2009 – 2010. The speech recognition accuracy of a child utterance is strongly 
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correlated to some of his features – age, gender, fundamental, frequency, and height. Elenius 

et al (2014) proved that age and accuracy are strongly correlated. Initially, the baseline ASR 

conducted on a speech corpus of children applied for evaluating the result with different 

experiments on training and classification models to enhance the result. Later most of the 

work highlighted the limitation of children’s speech corpus (Cosi Piero et al., 2009). 

Consequently, studies started on generalizing the ASR by adaption and normalization 

technologies. This technology enables the inclusion of widely available adult’s corpus in 

training the speech recognition model for children. The adaption performed on pitch 

variability and normalization conducted on vocal tract variability. The children’s speech 

processing and analysis are emerging areas of research for the development of education and 

language development application.  The core theme of this review is to elucidate the ASR 

progress, applications and approaches in the areas of children.    

2. OBJECTIVE  

 The purpose of this work is to briefly review the progress achieved in the area of ASR 

in children’s utterances (age: 3-14) in the span of 2009-2019. This paper summarizes the 

recent state-of-knowledge in the prescribed area. This paper intended to create an 

understanding for the readers by discussing the findings presented in the included research 

papers.  

3. SYSTEMATIC SELECTION STRATEGY  

This work strictly followed some eligibility criteria for paper selection. The works 

considered those works which deal with speech processing and recognition of children. As 

the contribution of a research is more prevalent, some of the repeated patterns, clumsy and 

irrelevant papers have evaded. The paper inclusion criteria are as follow:-   

3.1 Participants: - The children in the age group of 3 to 14 have considered for this 

review (Table 1). Children belong to the age group can be classified into 3-7 (3<=age>7) 

which may not have much gender variation features, 7-12 (7<=age>12) which can be defined 

as an intermediate age, and 12 – 14 which shows some of the gender-based features 

(Bockletet., 2008). Although the 3-7 age groups frequently have stable characteristics, their 

ambiguous utterances make their recognition difficult. The utterances need to be collected 

from each age group as well as from boys and girls separately.       

3.2 Speech Corpora:- The speech corpus covered in this review are FAUAibo (Schuller 

et al.,2009), FBK ChildIt (Cosi Piero, 2009; Serizel Romain and Giego Giuliani, 2014; 

Giuliani Diego and Bagher Baba Ali, 2015), TIDIGITS (Ghai Shweta and Rohit Sinha, 
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2010), CMU Kids (Qian Mengjie et al.,2016; Kumar Manoj et al.,2017; Fei Wu et al., 2019), 

CHIMP (Kumar Manoj et al.,2017), OGI (Kumar Manoj et al.,2017), PF-STAR (Matassoni 

Macro et al., 2018; Sinha Rohit and Shahnawa Zuddin 2018; Dubagunta Pavankumar et al., 

2019; yadav et al., 2019), CSLU Kids (Fei Wu et al., 2019). Zourmand et al, (2012) and 

Rahman et al, (2014) conducted study on Malay language utterances and they created their 

own regional language corpus. Nisimura R et al, (2011) created own Japanese speech corpus 

to developed a web based voice interface (Table 1). To create a speech corpus for children is 

much complex than adults (Kraleva Radoslava, 2016)   

3.3 Feature Extraction: - Mel Frequency Cepstral Coefficient (MFCC) is the most 

commonly used Cepstral feature extraction technique. ASR results in better accuracy with 

MFCC features. 13-dimensional features are extracted from the MFCC algorithm from one 

frame. MFCC, along with its regression coefficients (delta and delta delta) enhances the 

performance of ASR. Another feature extraction applied are Perceptual Minimum Variance 

Distortion less Response (PMVDR) spectrum estimator (Ghai Shweta and Rohit Sinha, 

2010), Fundamental and Formants frequencies (Zourmand et al., 2012), and acoustic and 

phonetic features such as amplitude, pitch, duration, etc.,( Rahman et al., 2014). In recent 

time, most of the work focused on adaptive technologies which allow the inclusion of adult’s 

utterances in children ASR. The adaptive and normalized methods covered in this work are 

Cepstral Mean Subtraction (CMS), Vocal Tract Length Normalization (VTLN), Cepstral 

Variance Normalization (CVN), Linear Discriminant Analysis (LDA), Maximum Likelihood 

Linear Transform (MLLT), Variational Mode Decomposition (VMD) and Pitch-Adaptive 

Cepstral Truncation (PACT) (Table 1).         

3.4 Methods and Models: -Figure 1 illustrate the general structure of an ASR. Two 

models Acoustic Model (AM) and Language Model (LM) is depicted in the general 

architecture. Some of the ASR consists of one more model Phonetic Model (AM). The model 

construction as the demand of the problem at hand. Most of the ASR systems have AM and 

LM. Models are created by a training process in which the speech signal features and their 

corresponding transcriptions are learned. 
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All the reviewed work used Hidden Markov Model(HMM) to create the Acoustic 

model. Structured Maximum a Posteriori Linear Regression(SMAPLR), a Bayesian version 

of transformation-based adaption, applied for fast HMM adaption (Cosi Piero, 2009; Sinha 

Rohit and Shahnawa Zuddin 2018). Fei Wu et al, (2019) done a camparitive study between 

baseline Factored Time Delay Neural Network (TDNN) and Time Delay Neural Network 

(TDNN-F). The work considered done their classification using Guassian Viterbi algorithm 

(Schuller et al.,2009; Cosi Piero, 2009; Ghai Shweta and Rohit Sinha, 2010; Rahman et al, 

2014), Support Vector Machine (SVM) (Nisimura R et al, 2011), Multi-Layer Perceptron 

(MLP) (Zourmand et al., 2012), Deep Neural Network (DNN) (Serizel Romain and Giego 

Giuliani, 2014; Giuliani Diego and Bagher Baba Ali, 2015; Qian Mengjie et al.,2016; Kumar 

Manoj et al.,2017; Matassoni Macro et al., 2018; Sinha Rohit and Shahnawa Zuddin 2018; 

yadav et al., 2019; Fei Wu et al., 2019), and Convolutional Neural Network (CNN) 

(Dubagunta Pavankumar et al., 2019) (Table 1).  

3.5 Outcome and Discussion  

 This work tried to track the technical progress record of last ten years (2009-2019) in the area 

of ASR for children. Detailed result and brief discussions of this review are listed in the Table 

1. Before the interventions of DNN in ASR, most of the training and classification are done 

by HMM and Viterbi decoding respectively. From the table it is clear that, 2014 onwards 

most of the works are implemented in DNN. HMM is adequate for small vocabulary as well 

as limited complexity tasks (Schuller et al., 2009; Cosi Piero., 2009; Ghai Shweta and Rohit 

Sinha, 2010). In large vocabulary and more complex task, some of the extensions, such as 

GMM (Gaussian Mixture Model) – HMM (Qian Mengjie et al.,2016), DNN – HMM (Serizel 

Romain and Giego Giuliani, 2014; Giuliani Diego and Bagher Baba Ali, 2015; Sinha Rohit 

and Shahnawa Zuddin 2018; Yadav et al., 2019). Dubagunta Pavankumar et al, (2019) 
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Figure  1  General Architecture of ASR :  
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designed a CNN architecture that classifies the raw speech samples and proved better even in 

the adaptive model.       

 Most of the work followed the same data corpus that may be because of public data scarcity. 

There are only two regional languages ASR for children were available. By identifying the 

limited scope of research with available corpus, most of the researches turned towards 

adaptive technologies. The VTLN combined adaptive technologies are most commonly used 

speaker adaption technology with better performance. Yadav et al, (2019) experimented in 

LDA (Noise adaption method), and PACT (pitch adaption method), in adults and children 

combined model.     
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CONCLUSION  

 A systematic review conducted on the nature of work published or available in a period 2009 

to 2019, in the area of ASR exclusively for children. The feature vector is the fundamental 

resource of an ASR and 13 dimensional MFCC, recognized as a most commonly used 

Cepstral feature extraction technique. This paper analyses that apart from baseline ASR, most 

of the work experiments conducted on advanced adaptive technologies to enhance the speech 

corpus of children. Adaptive technologies allow the inclusion of adult’s speech corpus in 

Acoustic Model training. The success rate of Adaptive ASR regulates the challenges of 

children’s speech corpus. The adaptive and normalized methods analyses in this work are 

CMS, VTLN, CVN, LDA, MLLT, VMD and PACT. The VTLN combined adaptive 

technologies are most commonly used speaker adaption technology with better performance. 

Noise adaption method, LDA, and pitch adaption method, PACT, experimented with adults 

and children combined model and result improved performance. The layered architecture of 

DNN and its capacity to handle complex task makes it suitable for dealing large vocabulary 

ASR. As DNN outperform the traditional HMM, 2014 onwards most of the work done with 

DNN.        

 The availability of work in regional language ASR for children is very limited. The reason 

may be the unavailability of the public speech corpus of children. As the children are more 

fluent in their regional language, researches required to turn towards regional language ASR. 

Several studies proved that technical intervention in speech and language development can 

make a drastic improvement in children. The effective speech recognition and analysis tools 

with suitable interface might help children to improve their verbal, non-verbal, and social 

communication.  
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